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Exercise 1 (4 points)

Let (Ω,A,P) be a probability space and (An)n∈N a sequence of independent σ-algebras.

(a) Let {Ik | k ∈ K} be a partition of N, i.e.
⋃

k∈K Ik = N and Ik ∩ Ij = ∅ for j ̸= k. Prove
that (σ(Aj : j ∈ Ik))k∈K is an independent family.

Hint: Consider the sets Ck :=
{⋂

j∈Jk
Aj | Jk ⊂ Ik finite, Aj ∈ Aj

}
.

(b) We define the terminal σ-algebra T as

T = T (A1,A2, . . . ) :=
⋂
n≥1

σ

 ⋃
m≥n

Am

 .

Prove the 0-1-law of Kolmogorov: For every A ∈ T we have P(A) ∈ {0, 1}.
Hint: Prove that T is independent of itself.

Exercise 2 (4 points)

Let X1, X2, . . . be a sequence of real valued random variables defined on some probability
space (Ω,A,P), An := σ(Xn) and Sn :=

∑n
k=1Xk. Prove or disprove with a counterexample

whether or not the following events are part of the terminal σ-algebra T (A1,A2, . . .) (defined
in Exercise 1):

(a) {ω ∈ Ω | Xn(ω) = 0} for fixed n ∈ N,

(b) {ω ∈ Ω | Xn(ω) = 0 for some n ∈ N},

(c) {ω ∈ Ω | Xn(ω) = 0 for finitely many n ∈ N},

(d) {ω ∈ Ω | Sn(ω) = 0 finitely many n ∈ N},

(e)

{
ω ∈ Ω

∣∣∣∣ lim sup
n→∞

Sn(ω) > lim inf
n→∞

Sn(ω)

}
.
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Exercise 3 (4+2(bonus) points)

Let (Ω,A,P) a probability space and F ⊂ A a sub-σ-algebra. Prove the following results
about conditional expectation (Proposition 4.12):

(a) For all ε > 0, we have P(|X| ≥ ε|F ] ≤ ε−2E[X2|F ] P-a.s.

(b) If E[X2] < ∞ and E[Y 2] < ∞, we have

E[XY |F ]2 ≤ E[X2|F ]E[Y 2|F ] P-a.s.

(c) Let φ : Rk → R be convex with E[|φ(X)|] < ∞. Then Jensen’s inequality holds for
conditional expectation, i.e.

φ(E[X|F ]) ≤ E[φ(X)|F ] P-a.s.

Hint: We say that a function φ : Rk → R is convex if the epigraph {(x, y) ∈ Rk ×R : φ(x) ≤ y}
is a convex set, where a set C ⊂ Rn is said to be convex if for all x, y ∈ C and 0 ≤ λ ≤ 1 we
also have λx+ (1− λ)y ∈ C. You can use the following fact without proof: For any convex
set C ⊂ Rn and p ∈ ∂C, there exists vp ∈ Rn such that ⟨vp, p−x⟩ ≤ 0 for all x ∈ C. If you
work out a solution for this, you get two additional points.

(d) Let Xn ≥ 0, Xn ↗ X and E[X] < ∞. Then, E[Xn|F ] ↗ E[X|F ] P-a.s.
Hint: First, prove the convergence in L1(P).

Exercise 4 (4 points)

Let (Xn)n∈N be a martingale and p > 1. Prove that

E

[
sup
k≤n

|Xk|p
]
≤
(

p

p− 1

)p

E [|Xn|p] .

Hint: Use Doob’s maximal inequality and Hölder’s inequality (Analysis III, also true for the
special case of probability measures) to prove

E [(|X|∗n ∧K)
p
] = E

[∫ |X|∗n∧K

0

pλp−1dλ

]
≤ p

p− 1
E [(|X|∗n ∧K)p]

p−1
p E [|Xn|p]

1
p .

Then consider K → ∞.

Exercises for self-monitoring

(1) Recall Doob’s maximal inequality.

(2) Recall Kolmogorov’s inequality and prove it.

(3) Recall the upcrossing inequality.

(4) Show E[Yτ−1] = −∞ for Y and τ given in Example 5.14 (doubling strategy).

(5) Let (Sn)n∈N be the simple random walk given in Exercise 4 on Sheet 7. Prove that

P

(
sup
k≤n

|Sk| ≥
√
nt

)
≤ 1

t2
.
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