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Exercise 1 (4 points)

(a) Let X,Y be two independent, uniformly on [0, 1] distributed random variables. Show that

E[X|max(X,Y )] =
3

4
max(X,Y ).

(b) Generalize the assertion of part (a) to E[X1|max(X1, . . . , Xn)] for independent, uniformly
on [0, 1] distributed random variables X1, . . . , Xn and prove this generalization.

Exercise 2 (4 points)

Let (Ω,A,P) be a probability space and X a random variable that is exponentially distributed
with parameter λ > 0. For t > 0 define Yt := min{X, t}. Prove that

E[X|Yt] = X1{X<t} +

(
t+

1

λ

)
1{X≥t}.

Hint: First, determine a family of sets that generates σ(Yt).

Exercise 3 (4 points)

Let f : R2 −→ R be a measurable function and X,Y two real-valued random variables
satisfying E[|f(X,Y )|] < ∞.

(a) Prove that E[f(X,Y )|Y = y] = E[f(X, y)] for X and Y being independent.

(b) Find a counterexample for (a) for dependent X and Y .

Now, let (Xn)n∈N be a sequence of independent identically distributed and integrable random
variables and N a N0-valued random variable that is independent of (Xn)n∈N with E[N ] < ∞.

(c) Determine E
[∑N

i=1Xi

∣∣∣N = n
]
.

(c) Prove that

E

[
N∑
i=1

Xi

]
= E[N ]E[X1].

(please turn over)
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Exercise 4 (4 points)

Let (Ω,A,P) be a probability space and (Xn)n∈N a sequence of random variables that con-
verges to X almost surely. Prove that for every ε > 0 there exists a set A ∈ A with P(Ac) < ε
such that the convergence is uniform on A, i.e.

sup
ω∈A

|Xn(ω)−X(ω)| n→∞−→ 0.

Exercises for self-monitoring

(1) Define the conditional expectation based on conditional probability and vice versa.

(2) List all properties of conditional expectation you are familiar with.

(3) Prove linearity of conditional expectation.

(4) Let F ⊂ G. Prove that E[E[X|G]|F ] = E[E[X|F ]|G] = E[X|F ] a.s.

(5) Prove that E[X2|F ] ≥ E[X|F ]2 a.s.

(6) Formulate a monotone convergence result for conditional expectation.
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